Generalized Boundary Adaptation Rule for minimizing \( r \)-th power law distortion in high resolution quantization
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**Abstract**

A new generalized unsupervised competitive learning rule is introduced for adaptive scalar quantization. The rule, called generalized Boundary Adaptation Rule (\( BAR_r \)), minimizes \( r \)-th power law distortion \( D_r \) in the high resolution case. It is shown by simulations that a fast version of \( BAR_r \) outperforms generalized Lloyd I in minimizing \( D_1 \) (mean absolute error) and \( D_2 \) (mean squared error) distortion with substantially less iterations. In addition, since \( BAR_r \) does not require generalized centroid estimation, as in Lloyd I, it is much simpler to implement.
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**1 Introduction**

A regular \( N \)-point scalar quantizer is a function \( Q(x) \) which maps a scalar-valued input signal \( x \) into one of \( N \) quantization levels \( y_1, y_2, \ldots, y_N \). The quantizer is specified by the values of the quantization levels and the \( N \) disjoint and exhaustive quantization intervals or partition cells \( R_1, R_2, \ldots, R_N \). Then \( Q(x) = y_j \) if \( x \in R_j \). A given quantizer is optimal if it minimizes a distortion measure \( d(x, Q(x)) \), a monotonically increasing, non-negative function of the error magnitude \( |x - Q(x)| \).

Many distortion measures have been proposed in literature (Makhoul et al., 1985) but for regular quantizers, the most commonly used are the Holder norm and its \( r \)-th power, the \( r \)-th power law distortion:

\[
d(x, Q(x)) = D_r \equiv \sum_{i=1}^{N} \int_{x_{i-1}}^{x_i} |x - y_i| r \ p(x) \ dx,
\]

with \( 0 < r \leq \infty \) and with \( x_0 = -\infty \) and \( x_N = \infty \) for a probability density function \( (p.d.f.) p(x) \) with unbounded support. It is assumed that \( p(x) \) has a finite \( r \)-th power moment. In quantization, the most commonly used powers are \( r = 1 \) (mean absolute error) (see e.g. Kassam, 1978), \( r = 2 \) (mean squared error) (see e.g. Lloyd, 1957, 1982 and Max, 1960) and \( r = \infty \) (mean maximum absolute error).

Lloyd (1957,1982) and Max (1960) independently derived two necessary optimality conditions for \( r = 2 \) distortion: the centroid and the nearest-neighbor conditions. In case the input distribution is not known, the most widely used design algorithm for scalar quantizers is the (standard) Lloyd I algorithm, and which can be extended for minimizing \( r \)-th power law distortion (generalized Lloyd I) (Gersho and Gray, 1991). However, since the input distribution is not known, the computations required to obtain the \( y_i \)’s which satisfy these conditions are iterative and may result in non-optimal quantizers (see e.g. Fleisher, 1964). Furthermore, since they are batch algorithms, the design of the quantizer can only begin after the entire
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A number of researchers have developed unsupervised competitive learning algorithms for training Artificial Neural Networks that perform vector and scalar quantization (for references, see Hertz et al., 1991). These algorithms often are neuronal versions of adaptive quantization schemes (Gersho and Gray, 1991) but for which the synaptic weights are updated “on-line.” In standard unsupervised competitive learning (standard UCL), the weight updates amount to centroid estimation and nearest-neighbor classification and attempt to minimize \( r = 2 \) distortion. As pointed out by Grossberg (1976) and Rumelhart and Zipser (1985) among others, one problem with UCL is that some neurons may never win the competition and therefore, never learn (dead units). Although this can be avoided in Kohonen learning by adding a neighborhood to each neuron, due to this neighborhood, \( D_2 \) with \( r = 1/2 + 3/[2(2n + 1)^2] \) is minimized instead, with \( n \) the number of neighbor neurons on both sides, as shown in (Ritter, 1991) for the scalar case. Therefore, as longs as this neighborhood has not disappeared, \( D_2 \) will not be minimized. Dead units also can be avoided if the learning rule attempts to generate neurons that win the competition with equal probability. Several competitive learning rules have been developed around the principle of equiprobable quantization (De Sieno, 1988; Van den Bout and Miller, 1989; Ahalt et al., 1990; Van Hulle and Martinez, 1993,1994) but, from the viewpoint of minimizing \( D_2 \), equiprobable quantizers are not optimal, or even not near-optimal, as we have proven elsewhere (Van Hulle and Martinez, 1993).

In this article, we introduce a novel unsupervised competitive learning rule, called generalized Boundary Adaptation Rule (BAR\( _r \)), for minimizing \( r \)-th power law distortion in the case of high resolution quantization. In addition, since we prove that BAR\( _r \) converges to a disjunct quantization for which the interval lengths and their probabilities are non-zero for bounded \( p.d.f.s \), our learning rule is guaranteed not to produce dead units.

## 2 High-Resolution Quantization

A regular \( N \) point scalar quantizer partitions the real line into \( N \) disjoint and exhaustive quantization intervals, \textit{i.e.} the half-open intervals \( R_i = [x_{i-1}, x_i) \), \( i = 1, ..., N \), with \( x_{i-1} \) and \( x_i \) the corresponding boundary points, and \( x_0 = -\infty < ... < x_{i-1} < x_i < ... < x_N = \infty \). In high-resolution quantizers, the number of quantization intervals \( N \) is very large so that the interval lengths are very small and the input \( p.d.f. \, p(x) \), which is assumed to be stationary in this article, is roughly constant over the individual intervals. Hence, \( p(x) \approx p_i \) in interval \( R_i \), and \( p_i = p(R_i)/\delta_i \), with \( p(R_i) \) the probability of \( x \in R_i \) and with \( \delta_i = x_i - x_{i-1} \) the length of \( R_i \). Suppose that \( E[x^2] < \infty \) so that with probability nearly one, \( x \) takes on values in a finite interval \([a,b]\) hence, since we then can ignore the probability that \( x \notin [a,b]\), the \( r \)-th power law distortion eq. (1) can be rewritten as:

\[
D_r \approx \sum_{i=1}^{N} \frac{p(R_i)}{\delta_i} \int_{x_{i-1}}^{x_i} | x - y_i |^r \, dx,
\]  

(2)

with \( x_0 = a \) and \( x_N = b \), and \( x_{i-1} < x_i, \, i = 1, ..., N \). The interval \([a,b]\) is called the quantization range. By reformulating the absolute value in eq. (2), one obtains:

\[
D_r \approx \sum_{i=1}^{N} \frac{p(R_i)}{\delta_i} \left[ \int_{x_{i-1}}^{y_i} (y_i - x)^r \, dx + \int_{y_i}^{x_i} (x - y_i)^r \, dx \right].
\]  

(3)

The high-resolution case enables us to approximate the centroid \( y_i \) by the midpoint of the corresponding quantization interval \( R_i \): \( y_i \approx \frac{x_{i-1} + x_i}{2} \). Hence, integration of eq. (3) and substitution for the midpoint yields:

\[
D_r \approx \frac{1}{2^r(r + 1)} \sum_{i=1}^{N} p(R_i) \delta_i^r.
\]
A necessary condition for minimizing $D_r$ is obtained by the use of the method of Lagrange multipliers, as shown for $r = 2$ in (Panter and Dite, 1951):

$$\delta_j = \delta_{j+1} \frac{p(R_{j+1})}{p(R_j)}, \quad j = 1, \ldots, N - 1. \quad (4)$$

From eq. (4), it follows that every quantization interval $R_i$ has an identical distortion contribution $D_r(i) = \frac{D_r}{N} \approx \frac{1}{2^{(r+1)}} p(R_i) \delta^r_i$. This equidistortion principle was first observed for the scalar case (Panter and Dite, 1951) and then extended to the vector case (Gersho, 1979). The previous condition can also be interpreted as the solution which maximizes the following information-theoretic entropy measure:

$$I_r = -\sum_{j=1}^{N} \frac{\delta_j^r p(R_j)}{Z} \log \frac{\delta_j^r p(R_j)}{Z}, \quad (5)$$

with $Z$ the normalization constant:

$$Z = \sum_{j=1}^{N} \delta_j^r p(R_j).$$

As a special case, $I_0$ corresponds to Shannon entropy and the necessary condition to an equiprobable quantization of $p(x)$. In case $r = \infty$, it corresponds to a uniform quantization. This can be shown as follows.

**Proposition 1:** The necessary condition eq. (4) for $r = \infty$ corresponds to a uniform quantization of the quantization range $[a, b]$.

**Proof:**

Consider again eq. (4). Taking the logarithm of both sides yields:

$$r \log \frac{\delta_j}{\delta_{j+1}} = \log \frac{p(R_{j+1})}{p(R_j)},$$

given that $p(R_j) \neq 0$, and $\delta_j^r \neq 0, \forall j$. Now since:

$$\lim_{r \to \infty} \log \frac{\delta_j}{\delta_{j+1}} = \lim_{r \to \infty} \frac{1}{r} \log \frac{p(R_{j+1})}{p(R_j)} = 0,$$

we have that $\delta_j = \delta_{j+1}, \quad j = 1, \ldots, N - 1$. QED.

**Average learning rule**

A system of ordinary differential equations (ODEs) which realizes eq. (4) is given by the average learning rule:

$$\frac{dx_j}{dt} = \eta(\delta_{j+1}^r p(R_{j+1}) - \delta_j^r p(R_j)), \quad j = 1, \ldots, N - 1. \quad (6)$$

The equilibrium points of this system are the boundary point vectors $[x_j]$ that satisfy the homogeneous system of equations:

$$0 = \delta_{j+1}^r p(R_{j+1}) - \delta_j^r p(R_j), \quad j = 1, \ldots, N - 1. \quad (7)$$

and thus the necessary condition eq. (4). In Appendix 1, it is proven that the average learning rule converges to a unique boundary point vector $[x_j]$. The assumptions needed to assure a unique convergence are with the input $p.d.f.$ and are slightly different for the $r = 0$ and $r \neq 0$ cases. The lemmas given in Appendix 1 also provide an account on the rule’s learning dynamics.
3 Generalized Boundary Adaptation Rule

There are several numerical techniques available to integrate eq. (6) directly, given an initial boundary point vector. However, in case the input p.d.f. is not known a priori, the probabilities \( p(R_j) \) cannot be determined by solving for the corresponding integrals. Instead, input samples will have to be drawn from a source with \( p(x) \) statistics, and boundary points adjusted in response to them. Furthermore, in case the boundary points are updated after the presentation of each input sample, these probabilities will have to be estimated incrementally. The learning rule proposed in this section belongs to this class of parameter estimation techniques.

In order to derive our standard, incremental learning rule, we define \( 1l \)

\[
1l_{R_j}(x) = \begin{cases} 
1 & \text{if } x \in R_j \\
0 & \text{if } x \notin R_j.
\end{cases}
\]

The probability \( p(R_j) \) of \( x \in R_j \) satisfies:

\[
p(R_j) = \int_{x_{j-1}}^{x_j} 1l_{R_j} p(x) \, dx = \int_{x_{j-1}}^{x_j} p(x) \, dx \triangleq E[1l_{R_j}],
\]

where \( E[\cdot] \) stands for a conditional average over the input p.d.f., given the boundary point vector \([x_j]\).

Assume that for input \( x, 1l_{R_j} = 1 \). We then modify \( R_j \) by increasing \( x_{j-1} \) and decreasing \( x_j \) in proportion to the \( r \)-th power of the length of \( R_j \). In its simplest form, the generalized unsupervised learning rule called \( BAR_r \) (generalized Boundary Adaptation Rule) reduces to:

\[
\Delta x_j = \eta(\delta_{j+1}^r 1l_{R_{j+1}} - \delta_j^r 1l_{R_j}), \quad j = 1, \ldots, N - 1,
\]

with \( \eta \) the learning rate, a positive scalar, and with the \( 1l_{R_S} \) and \( \delta_j^r \)s defined with respect to the boundary points at the previous time step. Note that \( BAR_0 \) and \( BAR_1 \) have previously been introduced in another context (Van Hulle and Martinez, 1993,1994; and Martinez and Van Hulle, 1993, respectively).

**Proposition 2:** Under the assumption that \( \eta \) is small, \( BAR_r \) realizes at convergence the necessary condition eq. (4), minimizes the \( r \)-th power law distortion \( D_r \) and maximizes \( I_r \).

**Proof:**

Provided that \( \eta \) is very small, so that the updates \( \Delta x_j, j = 1, \ldots, N - 1 \), are much smaller than the interval lengths \( \delta_j \), the \( \delta_j \)s will remain positive and correspondingly, the intervals will remain disjunct over time. Furthermore, since the fluctuations around the averages of \( \Delta x_j \) are very small, a small fluctuation expansion will hold so that these averages will approximate the right-hand side of eq. (6). At convergence, we have on average that \( E[\Delta x_j] = 0, j = 1, \ldots, N \), and hence:

\[
E[\delta_{j+1}^r 1l_{R_{j+1}}] = E[\delta_j^r 1l_{R_j}], \quad \text{and},
\]

\[
\delta_{j+1}^r E[1l_{R_{j+1}}] = \delta_j^r E[1l_{R_j}], \quad j = 1, \ldots, N - 1
\]

since \( E[\cdot] \) is calculated given the \( x_j \)s at the previous time step. Hence, since \( p(R_j) \triangleq E[1l_{R_j}] \), eq. (4) is satisfied and \( D_r \) is minimized. By virtue of definition eq. (5), \( I_r \) is maximized. QED.

For \( r = 0 \), we have proven that eq. (9) converges with probability unity to eq. (11) in case the samplings of \( p(x) \) are ergodic and stationary (Van Hulle and Martinez, 1994).

A faster rule, called \( FBAR_r \), is obtained by updating all boundary points each time an input is presented:

\[
\Delta x_j = \eta(\sum_{k=j+1}^{N} \delta_k^0 \frac{1l_{R_k}}{N-j} - \sum_{k=1}^{j} \delta_k^0 \frac{1l_{R_k}}{j}) \quad j = 1, \ldots, N - 1.
\]

The terms in the denominators are needed to assure that \( FBAR_r \) satisfies the necessary condition eq. (4) at convergence, as proven in Appendix 2. Since they, in effect, act as asymmetrical connection templates,
these terms do not favor a particular shape of input \( p.d.f. \) at all. In a previous article (Van Hulle and Martinez, 1993), we have compared the quantization performances of \( FBAR_0 \) and five popular unsupervised competitive learning rules and the standard Lloyd I algorithm.

**Difference between \( BAR_r \) and \( FBAR_r \)**

It is customary to view a stochastic process, such as \( BAR_r \) or \( FBAR_r \), as an average, deterministic trajectory described by the drift vector:

\[
DV = [DV_j] = [\langle \Delta x_j \rangle],
\]

with stochastic fluctuations around it, described by the diffusion matrix:

\[
DM = [DM_{jk}] = [\langle (\Delta x_j)(\Delta x_k)^T \rangle].
\]

provided that \( \eta \) is very small. The subscript \( \Omega \) represents an average taken over the stationary \( p.d.f. \) \( p(x) \) and \( \Xi(t) \) an ensemble average. It can be verified that in case \( r = 0 \), the rate of convergence of \( DV \) for a \( p.d.f. \) with bounded support and for which the boundary points are initialized outside the \( p.d.f. \)'s range, is on the order of \( O\left(\frac{\eta^2}{N(N-1)}\right) \). As a measure of rate of convergence, we consider that of the most distant boundary point. At convergence, the diagonal components of \( DM \) equal \( \eta^2 \frac{2}{N} \), in case ergodicity holds.

Under the same conditions as above, the rate of convergence of \( FBAR_0 \) is now on the order of \( O\left(\frac{\eta^2}{N(N-1)}\right) \). At convergence, the diagonal components of \( DM \) equal \( \eta^2 \frac{1}{(N-j)^2} \), so that for \( N \) even, \( DM_{N, N} = \eta^2 \frac{N}{N^2} \). Hence, for the same \( N \) and \( \eta \), \( FBAR_0 \) converges \( N \) times faster than \( BAR_0 \). The stochastic fluctuations around the boundary points of \( FBAR_0 \) are on the order of \( N \) times smaller than those of \( BAR_0 \). Furthermore, convergence of \( FBAR_0 \) and the size of the fluctuations are approximatively independent of the number of quantization intervals provided that \( \eta \) increases in proportion to \( N \), an interesting feature in case of simulations. For \( r \neq 0 \), these comparisons are more involved since they strongly depend on the initial boundary point vector, the interval lengths, and the \( p.d.f. \) at hand. However, also in that case, \( FBAR_r \) is expected to be about \( N \) times faster than \( BAR_r \), as was confirmed by actual simulations. Hence in case one is interested in determining the equilibrium boundary point vector only, and not the learning dynamics itself, \( FBAR_r \) is preferred above \( BAR_r \). For this reason, \( FBAR_r \) is used in the next section on simulations.

### 4 Numerical Comparisons

The most widely used design algorithm for scalar quantizers is the (generalized) Lloyd I algorithm (Lloyd, 1957, 1982). This algorithm yields the optimal quantization results in case the input \( p.d.f.s \) are known \( a \ priori \), and hence it can be used as a reference for comparison. Here, we will compare the performance of \( FBAR_r \) with generalized Lloyd I in terms of minimizing \( D_r \) for the two most popular cases, \( r = 1 \) (mean absolute error) and 2 (mean squared error). We will consider both a symmetrical and an asymmetrical input \( p.d.f. \). The performance results are shown in Tables 1 and 2 for a Gaussian \( p.d.f. \) with mean \( \mu = 0 \) and standard deviation \( \sigma_x = 1 \), and Tables 3 and 4 for an exponential \( p.d.f. \) with \( \sigma = 1 \). For both tables, the \( a \ priori \) and the empirical quantization results are given. The starting configuration is a set of \( N \) boundary points drawn randomly from a uniform \( p.d.f. \), and labeled in increasing order so that \( x_{j-1} < x_j \), \( j = 1, ..., N \).

Consider first the \( a \ priori \) results: they are obtained using \( a \ priori \) knowledge of the Gaussian or exponential \( p.d.f. \). The Optimal Quantization results were determined with the generalized Lloyd I algorithm. According to the generalized centroid definition (Gersho and Gray, 1991), the intervals’ medians and averages were taken for \( r = 1 \) and 2, respectively. The optimal High-Resolution Quantization (HRQ) results were determined by solving for the boundary points that both satisfy eq. (4) and minimize eq. (2); the quantization levels correspond to the intervals’ midpoints or their centroids (columns “midpoint” and “centroid”). In order to avoid dependency on a particular choice of quantization range, the midpoints for the first and last intervals were taken as follows: \( y_1 = x_1 - \frac{x_N - x_1}{2} \) and \( y_N = x_{N-1} + \frac{2x_N - x_{N-1}}{2} \).

For the empirical results, the values given for both generalized Lloyd I and \( FBAR_r \) are averages over 20 runs with their standard deviations. In the case of Lloyd I, for each run, the algorithm repeatedly iterated on a
Table 1: \textit{A priori} and empirical $D_1$ quantization results as a function of the number of quantization intervals $N$ for a Gaussian $p.d.f.$ with $\tau = 0$ and $\sigma_x = 1$. The empirical results are averages over 20 runs with their standard deviations. The results for each run were obtained using the same set of 50,000 samples for both Lloyd I and $FBAR_1$. Lloyd I iterates on a given set of samples until convergence, \textit{i.e.} until the relative variation in $D_1$ of two subsequent iterations is less than 0.001. $FBAR_1$ iterates only once on that set with $\eta = 10^{-3} N$. For the quantization range $[a, b)$, we took $a = -5$ and $b = 5$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Optimal Quantiz.</th>
<th>Opt. HRQ midpoint</th>
<th>centroid</th>
<th>Lloyd I midpoint</th>
<th>$FBAR_1$ midpoint</th>
<th>$FBAR_1$ centroid</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.473</td>
<td>1.710</td>
<td>0.473</td>
<td>0.475 ± 1.9E-3</td>
<td>1.710 ± 6.6E-4</td>
<td>0.474 ± 1.5E-3</td>
</tr>
<tr>
<td>4</td>
<td>0.266</td>
<td>0.275</td>
<td>0.271</td>
<td>0.268 ± 2.3E-3</td>
<td>0.305 ± 6.5E-3</td>
<td>0.290 ± 4.1E-3</td>
</tr>
<tr>
<td>8</td>
<td>0.143</td>
<td>0.151</td>
<td>0.148</td>
<td>0.146 ± 5.1E-3</td>
<td>0.159 ± 2.2E-3</td>
<td>0.153 ± 1.5E-3</td>
</tr>
<tr>
<td>16</td>
<td>0.0745</td>
<td>0.0784</td>
<td>0.0768</td>
<td>0.0821 ± 1.1E-2</td>
<td>0.0789 ± 8.6E-4</td>
<td>0.0773 ± 6.3E-4</td>
</tr>
<tr>
<td>32</td>
<td>0.0382</td>
<td>0.0395</td>
<td>0.0390</td>
<td>0.0407 ± 3.9E-3</td>
<td>0.0395 ± 2.8E-4</td>
<td>0.0390 ± 2.0E-4</td>
</tr>
<tr>
<td>64</td>
<td>0.0193</td>
<td>0.0197</td>
<td>0.0196</td>
<td>0.0236 ± 2.3E-3</td>
<td>0.0197 ± 9.3E-5</td>
<td>0.0195 ± 6.4E-5</td>
</tr>
<tr>
<td>128</td>
<td>0.00972</td>
<td>0.00984</td>
<td>0.00980</td>
<td>0.0136 ± 1.7E-3</td>
<td>0.00983 ± 2.4E-5</td>
<td>0.00980 ± 1.8E-5</td>
</tr>
<tr>
<td>256</td>
<td>0.00489</td>
<td>0.00491</td>
<td>0.00490</td>
<td>0.00899 ± 1.2E-3</td>
<td>0.00494 ± 1.3E-5</td>
<td>0.00492 ± 9.0E-6</td>
</tr>
</tbody>
</table>

Table 2: \textit{A priori} and empirical $D_2$ quantization results. Same conventions as in Table 1 except that for $FBAR_2$, $\eta = 5 \times 10^{-4} N$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Optimal Quantiz.</th>
<th>Opt. HRQ midpoint</th>
<th>centroid</th>
<th>Lloyd I midpoint</th>
<th>$FBAR_2$ midpoint</th>
<th>$FBAR_2$ centroid</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.363</td>
<td>3.260</td>
<td>0.363</td>
<td>0.365 ± 7.2E-3</td>
<td>3.263 ± 6.7E-3</td>
<td>0.365 ± 2.3E-3</td>
</tr>
<tr>
<td>4</td>
<td>0.117</td>
<td>0.180</td>
<td>0.156</td>
<td>0.120 ± 7.8E-3</td>
<td>0.179 ± 6.6E-3</td>
<td>0.156 ± 4.4E-3</td>
</tr>
<tr>
<td>8</td>
<td>0.0345</td>
<td>0.0452</td>
<td>0.0411</td>
<td>0.0365 ± 3.9E-3</td>
<td>0.0455 ± 9.5E-4</td>
<td>0.0413 ± 6.1E-4</td>
</tr>
<tr>
<td>16</td>
<td>0.00950</td>
<td>0.0109</td>
<td>0.0103</td>
<td>0.0112 ± 1.5E-3</td>
<td>0.0110 ± 1.7E-4</td>
<td>0.0104 ± 1.2E-4</td>
</tr>
<tr>
<td>32</td>
<td>0.00250</td>
<td>0.00267</td>
<td>0.00259</td>
<td>0.00383 ± 1.0E-3</td>
<td>0.00268 ± 1.9E-5</td>
<td>0.00260 ± 1.3E-5</td>
</tr>
<tr>
<td>64</td>
<td>0.000643</td>
<td>0.000661</td>
<td>0.000652</td>
<td>0.00108 ± 2.7E-4</td>
<td>0.000725 ± 8.0E-6</td>
<td>0.000710 ± 8.0E-6</td>
</tr>
<tr>
<td>128</td>
<td>0.000163</td>
<td>0.000165</td>
<td>0.000163</td>
<td>0.000424 ± 1.0E-4</td>
<td>0.000301 ± 5.0E-6</td>
<td>0.000296 ± 5.0E-6</td>
</tr>
<tr>
<td>256</td>
<td>0.0000410</td>
<td>0.0000411</td>
<td>0.0000410</td>
<td>0.000289 ± 1.8E-4</td>
<td>0.000163 ± 2.0E-6</td>
<td>0.000161 ± 2.0E-6</td>
</tr>
</tbody>
</table>
Table 3: *A priori* and empirical $D_1$ quantization results as a function of the number of quantization intervals, $N$, for an exponential p.d.f. with $\tau = 1$. For the empirical results, the values given are averages over 20 runs with their standard deviations. 50,000 samples were used for Lloyd I and for $FBAR_1$ with $\eta = 10^{-3}N$. For the quantization range $[a,b)$, we took $a = 0$ and $b = 15$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>a priori results</th>
<th>empirical results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Optimal Quantiz.</td>
<td>Opt. HRQ midpoint</td>
</tr>
<tr>
<td>2</td>
<td>0.405</td>
<td>1.205</td>
</tr>
<tr>
<td>4</td>
<td>0.223</td>
<td>0.275</td>
</tr>
<tr>
<td>8</td>
<td>0.118</td>
<td>0.129</td>
</tr>
<tr>
<td>16</td>
<td>0.0606</td>
<td>0.0632</td>
</tr>
<tr>
<td>32</td>
<td>0.0308</td>
<td>0.0314</td>
</tr>
<tr>
<td>64</td>
<td>0.0155</td>
<td>0.0156</td>
</tr>
<tr>
<td>128</td>
<td>0.00778</td>
<td>0.00781</td>
</tr>
<tr>
<td>256</td>
<td>0.00390</td>
<td>0.00390</td>
</tr>
</tbody>
</table>

Table 4: *A priori* and empirical $D_2$ quantization results. Same conventions as in Table 3 except that for $FBAR_2$, $\eta = 5 \times 10^{-4}N$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>a priori results</th>
<th>empirical results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Optimal Quantiz.</td>
<td>Opt. HRQ midpoint</td>
</tr>
<tr>
<td>2</td>
<td>0.352</td>
<td>2.268</td>
</tr>
<tr>
<td>4</td>
<td>0.109</td>
<td>0.182</td>
</tr>
<tr>
<td>8</td>
<td>0.0307</td>
<td>0.0376</td>
</tr>
<tr>
<td>16</td>
<td>0.00819</td>
<td>0.00889</td>
</tr>
<tr>
<td>32</td>
<td>0.00211</td>
<td>0.00218</td>
</tr>
<tr>
<td>64</td>
<td>0.000535</td>
<td>0.000541</td>
</tr>
<tr>
<td>128</td>
<td>0.000134</td>
<td>0.000135</td>
</tr>
<tr>
<td>256</td>
<td>0.0000336</td>
<td>0.0000337</td>
</tr>
</tbody>
</table>
given set of 50,000 samples until convergence: this way, for \( N = 32 \) about 50 iterations, and for \( N = 256 \) about 140 iterations on average were needed for each run in case of a Gaussian. For \( FBAR_r \), in each run, the same set of samples was used but only once for \( r = 1 \) and twice for \( r = 2 \). For both generalized Lloyd I and \( FBAR_r \), the \( D_r \) values were estimated after convergence of the respective algorithms using 100,000 samples. For \( FBAR_r \), \( D_r \) was calculated using two different quantization levels: midpoints or centroids (columns “midpoint” and “centroid”); for generalized Lloyd I only centroids were used, since these values are directly produced by the algorithm.

We see that, as \( N \) increases, the empirical midpoint- and centroid results for \( FBAR_r \) approximate well their respective optimal HRQ results, for both \( r = 1 \) and \( 2 \), and that there is no difference in performance for a symmetrical or an asymmetrical p.d.f. Furthermore, we observe that \( FBAR_r \) (“centroid” column) outperforms empirical Lloyd I for the Gaussian and the exponential p.d.f when \( N \geq 16 \) for \( r = 1 \) or \( r = 2 \). In addition, there is considerable variation in the empirical Lloyd I results, compared to \( FBAR_r \). Note that for small \( N \), a better \( FBAR_r \) result is obtained by taking the intervals’ centroids as their quantization levels in the estimation of \( D_r \) instead of the midpoints. However for larger \( N \)s, the difference becomes negligible, as expected (cf. high resolution assumption).

5 Conclusion

In this article, an unsupervised competitive learning rule, called the generalized boundary adaptation rule, \( BAR_r \), has been introduced for minimizing \( r \)-th power law distortion \( D_r \) of univariate p.d.f.s in the high resolution case. It has been shown that for large \( N \), a fast version of this rule, called \( FBAR_r \), is superior to the generalized Lloyd I algorithm if \( r = 1 \) and \( 2 \), for a Gaussian and an exponential p.d.f. In addition, unlike Lloyd I, the generalized boundary adaptation rule adapts the quantization intervals “on the fly”, i.e. after the presentation of each input sample, and in this way, on-line changes in the input p.d.f. can be accommodated. Finally, for \( r \neq 1 \) or \( 2 \), the calculation of the generalized centroids in Lloyd I is cumbersome since it requires the use of convex programming techniques (Linde et al., 1980). Instead, \( BAR_r \) and \( FBAR_r \) do not require centroid estimation and hence, are much simpler to implement.
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Appendix 1

The average learning rule eq. (6) converges to a unique boundary point vector \([x_i]\) which satisfies the necessary condition eq. (4). We will show this in two steps. First, we will derive the conditions for which the system of equations eq. (7) has only one non-trivial solution. Then, we will show that the average learning rule has a Liapunov function. Hence, the average learning rule converges to this unique boundary point vector.

Since eq. (7) is a homogeneous system of linear equations with less equations than unknowns, i.e. the variables \(\delta_k^r p(R_k)\), \(k = 1,...N\), we have the trivial solution and a set of non-trivial solutions. We now show that the trivial solution cannot occur. In the following, we will assume that the input p.d.f.s are bounded \((p(x) \neq \infty)\) so that the corresponding interval lengths are not infinitesimally small. The support of the input p.d.f.s may be bounded or unbounded \((x\) takes on values in a finite or infinite interval, respectively). We further assume that the boundary points are arranged in increasing order, \(x_0 \leq x_j < x_N, \forall j\).

Lemma 1: The homogeneous system of equations eq. (7) has only non-trivial solutions for bounded p.d.f.s.

Proof:

The trivial solution, \(\delta_k^r p(R_k) = 0, \forall k\), does not occur since at convergence we have that: a) the quantization range, \(b - a\), equals \(\sum_{j=1}^{N} \delta_j\), a non-zero quantity, hence \(\sum_{j=1}^{N} \delta_j^r\), is a non-zero quantity, and b) \(\sum_{j=1}^{N} p(R_j) = 1\) with \(p(R_j)\) non-negative, \(\forall j\). Furthermore since \(p(R_j) = \int_{R_j} p(x) dx\), activations are coupled to interval lengths, we conclude that the trivial solution is not feasible. QED.

Lemma 2: The homogeneous system eq. (7) with \(r \neq 0\) has, in the case of a bounded p.d.f. \(p(x)\) with bounded support, only one boundary point vector as non-trivial solution.

Proof by indirect demonstration:

We assume that there are two solutions \(Q_1 = \delta_k^r p(R_k)\) and \(Q_2 = \delta_k^r p(R_k)\), \(k = 1,...N\), with different values for the boundary points. We know from lemma 1 that the trivial solution is not feasible.

Assume that \(Q_1 < Q_2\) and that outside interval \([x_0, x_N]\), \(x_0 < x_N\), the p.d.f. \(p(x) = 0\). Assume further that we dispose of the boundary points that realize \(Q_1 = \delta_k^r p(R_k)\), \(k = 1,...N\). We will now try to find those that realize \(Q_2\). Consider the first quantization interval \(R_1 = [x_0, x_1]\) and \(Q_1 = \delta_1^r p(R_1)\). In order for the right hand side of the previous equality to become equal to \(Q_2\), \(x_1\) will have to increase \((x_0\) is fixed), since \(\delta_1^r\) is a strictly monotonically increasing function and \(p(R_1)\) a monotonically increasing function of the interval length and thus of \(x_1\). However, when \(x_1\) increases, the length of \(R_2\) will decrease, and hence \(x_2\) will have to increase in order to achieve \(Q_2 = \delta_2^r p(R_2)\) for the same reason as above, and so on until we have reached the last interval \(R_N\). Now since \(x_N\) is fixed, the length of \(R_N\) is decreased, and \(\delta_N^r p(R_N)\) has
Proof:
The proof is analogous to that of lemma 2 since condition eq. (4) will always be satisfied. Strictly speaking, such a boundary point vector represents a valid solution. However, we can approximate the bounded support case by choosing the range \([x_0, x_N]\) in such a way that the probability that \(x\) belongs to it is arbitrarily close to unity. In case \(r = 0\), the necessary condition eq. (4) implies that \(p(R_1) = p(R_2) = \ldots = p(R_N) = \frac{1}{N}\). When the p.d.f. comprises a set of unconnected modes or clusters, separated by domains where \(p(x) = 0\), then the possibility exists that there will be an infinite number of valid boundary point vector solutions. However, under a fairly conservative condition, we can assure that there will again be a unique boundary point vector solution. In contrast with the \(r \neq 0\) case, the p.d.f. may be one with unbounded support.

Lemma 2bis: Let \(\Xi = \{x_1, x_2, \ldots, x_{N-1}\}\) be a boundary point vector that is a solution of the system of equations eq. (7) with \(r = 0\). In case for all boundary points \(x_j \in \Xi\) holds that \(p(x_j) \neq 0\), or when \(p(x_j) = 0\) the left- and righthand derivatives in \(x_j\) are non-zero, with \(p(.)\) a bounded p.d.f. with bounded or unbounded support, then \(\Xi\) will be the unique solution.

Proof:
The proof is analogous to that of lemma 2 since \(p(R_j), j = 1, \ldots, N-1\) is a strictly monotonously increasing function of the interval length around the equilibrium point \(\Xi = \{x_1, x_2, \ldots, x_{N-1}\}\). QED.

Note that notwithstanding the boundary points may converge to domains where \(p(x) = 0\), the necessary condition eq. (4) will always be satisfied. Strictly speaking, such a boundary point vector represents a valid solution, but it is not the only one. This is because eq. (4) does not contain any dependency on the input \(x\) or e.g. the centroids of the quantization intervals. An additional criterion would, in that case, be required to arrive at a unique boundary point vector solution.

In lemmas 2 and 2bis, the conditions were given for which the average learning rule eq. (6) possesses a unique equilibrium point. Let \(Q\) be the value adopted by the equalities in eq. (4). We introduce the following definitions.

Definitions:
Define \(C_j^2\), with \(C_j = \delta_j^* p(R_j) - Q\), as a measure for how far interval \(R_j\) is away from its equilibrium solution \(Q\). Define for the entire quantizer the set \(C = \{C_1, \ldots, C_N\}\); \(R_j\) is called a “maximal” interval when \(C_j^2\) is a maximum of the set of squared elements of \(C\). Define \(RB = \{R_j, R_{j+1}, \ldots, R_{j+(m-1)}\}\) as a block of \(m\) subsequent maximal intervals, \(m \geq 1\), for which the corresponding \(C_j, C_{j+1}, \ldots, C_{j+(m-1)}\) have the same sign (Fig. 1A). In case \(m = 1\), the only interval is termed an “isolated” maximal interval.

We will now show that a Liapunov function \(V(C) = \max_{C_j \in C} \{C_j^2\}\) exists which states that the magnitude of the largest squared elements of \(C\) decrease over time. Before we can show this, we still need to prove some additional lemmas: the possibility exists that \(\frac{dV}{dt} = 0\) occurs without having that \(V = 0\). There are two reasons for this:

1. Assume that we have multiple maximal intervals and that three or more of them form a block \(RB\).
   Without loss of generality we assume that \(RB\) comprises three maximal intervals: \(R_{j-1}, R_j\) and \(R_{j+1}\) (e.g. \(RB_2\) in Fig. 1A). Now since \(C_{j-1} = C_j = C_{j+1}\), we have that \(\frac{dx_i}{dt} = 0\) and \(\frac{dx_j}{dt} = 0\). Hence, \(C_j\) does not change so that \(\frac{dV}{dt} = 0\).

2. Only for \(r = 0\). Assume that \(R_i\) is an isolated maximal interval: \(C_i\) is a maximal or minimal term in \(C\) and terms \(C_{i-1}\) and \(C_{i+1}\) are not. In that case, it could happen that both \(p(x_{i-1}) = 0\) and \(p(x_i) = 0\).
so that $\frac{dp(R_j)}{dt} = 0$, and thus that $\frac{dV}{dt} = 0$. The same reasoning holds for the first and last intervals of a block of maximal intervals.

We will now show that $\frac{dV}{dt} = 0$ can occur only during maximally a finite amount of time. After that, $V$ will again be strictly monotonically decreasing, $\frac{dV}{dt} < 0$. We will proceed in a number of steps (see also Fig. 1A,B).

**Lemma 3:** Let RB be a block of $m > 1$ subsequent maximal intervals for which $\frac{dV}{dt} = 0$. The input p.d.f. is as defined in lemmas 2 and 2bis. In case $r \neq 0$, we have for the first interval $R_j$ of RB ($j > 1$) that $\frac{dC^2_j}{dt} < 0$ and for the last interval $R_k$ of RB ($k = j + (m - 1) < N$) that $\frac{dC^2_k}{dt} < 0$. In case $r = 0$, we have for these intervals $j, k$ that $\frac{dC^2_{j,k}}{dt} \leq 0$ with $\frac{dC^2_{j,k}}{dt} = 0$ only during maximally a finite amount of time.

**Proof:**

**Case $r \neq 0$**

Consider the first interval $R_j \in RB$ ($j > 1$). We have that:

$$\frac{dC^2_j}{dt} = 2\delta_j' p(R_j) - Q[\frac{\partial}{\partial x_j} (\delta_j' p(R_j)) \frac{dx_j}{dt} + \frac{\partial}{\partial x_{j-1}} (\delta_j' p(R_{j-1})) \frac{dx_{j-1}}{dt}],$$

with $\frac{\partial}{\partial x_j} (\delta_j' p(R_j)) > 0$ and $\frac{\partial}{\partial x_{j-1}} (\delta_j' p(R_{j-1})) < 0$, after some algebraic manipulations. Assume that $\delta_j' p(R_j) - Q > 0$, which in fact implies that $\delta_j' p(R_j)$ is the largest term in the ODE of $x_{j-1}$. Hence, we have that $\frac{dx_{j-1}}{dt} > 0$. We know that $\frac{dx_j}{dt} = 0$. From the previous inequalities we conclude that $\frac{dC^2_j}{dt} < 0$. A similar reasoning for $\delta_j' p(R_j) - Q < 0$ leads to the same conclusion.

In the same way, we obtain for the last interval $R_{j+(m-1)}$ ($j + (m - 1) < N$) of RB that $\frac{dC^2_{j+(m-1)}}{dt} < 0$.

**Case $r = 0$**

Consider the first interval $R_j \in RB$. Since $R_{j-1}$ is not a maximal interval, $\frac{dx_{j-1}}{dt} \neq 0$. Note that $\frac{dC^2_j}{dt} = 0$ occurs only when $p(x_{j-1}) = 0$. Since $R_j$ is a maximal interval, we can consider two cases. Firstly, assume that $p(R_j) > Q$: in that case $\frac{dx_j}{dt} > 0$. However since $p(R_j) \neq 0$ and the input p.d.f. is bounded, we can have only a finite distance over which $x_{j-1}$ can increase until $p(x_{j-1}) \neq 0$ and $\frac{dp(R_i)}{dt} \neq 0$, and thus $\frac{dC^2_j}{dt} < 0$. Since over this distance $\frac{dx_{j-1}}{dt}$ remains constant, it will take maximally a finite amount of time until we have that $\frac{dC^2_j}{dt} < 0$.

Secondly, in case $p(R_j) < Q$, we have that $\frac{dx_j}{dt} < 0$. Since $p(R_{j-1}) \neq 0$ ($R_{j-1}$ is not a maximal interval), a similar reasoning leads to the same conclusion that it will take maximally a finite amount of time until we have that $\frac{dC^2_j}{dt} < 0$ again.

A similar reasoning holds for the last interval $R_{j+(m-1)}$. QED.

**Lemma 3bis:** Let $\{RB_1, RB_2, \ldots\}$ be the set of isolated blocks of maximal intervals with equal $C$ terms and with $\frac{dV}{dt} = 0$. In that case, each of these blocks will disappear after maximally a finite amount of time, after which we will have again that $\frac{dV}{dt} < 0$.

**Proof:**

Without loss of generality, we assume that we have only 1 isolated block. Then, by repeatedly applying lemma 3, we conclude that after maximally a finite amount of time $\frac{dV}{dt} < 0$ again. QED.

**Lemma 4:** $V(C) = \max_{C_j} \{C^2_j\}$ is a Liapunov function with $\frac{dV}{dt} \leq 0$ and for which $\frac{dV}{dt} = 0$ can occur only during maximally a finite amount of time, unless $\frac{dC^2_j}{dt} = 0$, $\forall j$ and the equilibrium point is reached.

**Proof:**
Finite amount of time, we will have again that

Proof:

Under the conditions mentioned in lemmas 2 and 2bis, we have only a single

When \( C \neq \{0, \ldots, 0\} \). We will now show that the derivative \( \frac{dV}{dt} \) is negative semidefinite, namely that

We assume first that there is only 1 maximal interval, \( R_j \). If we calculate the derivative of \( C_j^2 \), then we obtain:

\[
\frac{dC_j^2}{dt} = 2[\delta_j^r p(R_j) - Q][\frac{\partial}{\partial x_j}(\delta_j^r p(R_j)) \frac{dx_j}{dt} + \frac{\partial}{\partial x_j-1}(\delta_j^r p(R_j)) \frac{dx_j-1}{dt}].
\] (16)

In case \( r \neq 0 \), we have that \( \frac{\partial}{\partial x_j}(\delta_j^r p(R_j)) > 0 \) and \( \frac{\partial}{\partial x_j-1}(\delta_j^r p(R_j)) < 0 \), after some algebraic manipulations; in case \( r = 0 \), we have that \( \frac{\partial}{\partial x_j} p(R_j) \geq 0 \) and \( \frac{\partial}{\partial x_j-1} p(R_j) \leq 0 \). We now can distinguish two cases. First, \( \delta_j^r p(R_j) - Q > 0 \), which signifies that \( \delta_j^r p(R_j) \) is the largest term in the ODE eq. (6). Hence, we have that \( \frac{dx_j}{dt} < 0 \) and \( \frac{dx_j-1}{dt} > 0 \). Based on the previous inequalities, we conclude that \( \frac{dC_j^2}{dt} < 0 \) for \( r \neq 0 \) and \( \frac{dC_j^2}{dt} \leq 0 \) for \( r = 0 \). For the latter one, we know from lemma 3 that \( \frac{dC_j^2}{dt} = 0 \) occurs during maximally a finite amount of time only.

Second, we can have that \( \delta_j^r p(R_j) - Q < 0 \). Then, again based on the corresponding inequalities, we conclude that \( \frac{dC_j^2}{dt} < 0 \) for \( r \neq 0 \) and \( \frac{dC_j^2}{dt} \leq 0 \) for \( r = 0 \). For the latter one, in case \( \frac{dC_j^2}{dt} = 0 \), we re-apply lemma 3.

Assume now that there are several blocks \( RB \) of maximal intervals with equal \( C \) terms and that \( \frac{dV}{dt} = 0 \). We know from lemma 3bis that none of these blocks is a stable configuration and that after maximally a finite amount of time, we will have again that \( \frac{dV}{dt} < 0 \).

It is possible that after some time, several blocks \( RB \) emerge for which \( \frac{dV}{dt} = 0 \). In that case, we again apply the previous reasoning. The emergence of several blocks \( RB \) with equal \( C \) terms is not a stable configuration, except when the first term between square brackets in eq. (16) equals zero for all intervals. In that case, \( \frac{dC_j^2}{dt} = 0 \), \( j = 1, \ldots, N \), and thus \( \frac{dV}{dt} = 0 \) and \( \frac{dx_j}{dt} = 0 \), \( j = 1, \ldots, N - 1 \). However, we then also have that \( V = 0 \), so that we have reached the equilibrium point. QED.

We can also show that for \( r \neq 0 \), \( V \) is radially unbounded so that convergence will hold “in the large”: when \( x_j \to \infty \Rightarrow V \to \infty \), \( j = 1, \ldots, N - 1 \). For \( r = 0 \) holds that \( V \) is radially bounded: \( x_j \to \infty \Rightarrow V \to V_{max} \leq (1 - \frac{1}{N})^2 \).

**Theorem 1:** The \( N \)-point scalar quantizer with average learning rule eq. (6) converges to a unique boundary point vector under the conditions mentioned in lemmas 2 and 2bis.

**Proof:**

Under the conditions mentioned in lemmas 2 and 2bis, we have only a single \( Q \), the value adopted by the equalities in eq. (4), and only a single corresponding boundary point vector solution. In lemma 4, we have shown that a Liapunov function exists which converges towards \( Q \). Hence, we have that the average learning rule eq. (6) converges to a unique boundary point vector which satisfies the equalities in eq. (4). QED.

It can further be shown that convergence also holds when we start from a non-ordered set of boundary points provided that \( \mathbb{I}_{R_j} \) equals unity when the input \( x \) lies somewhere between \( x_j \) and \( x_{j-1} \), \( \forall j \).
Generalized Boundary Adaptation Rule

Figure 1: Hypothetical case of a 14-point scalar quantizer where \( \frac{dV}{dt} = 0 \). To every interval corresponds a positive or negative \( C \)-value. The shaded areas denote “maximal” intervals, i.e. intervals whose squared \( C \)-values are maximal. A series of neighboring maximal intervals for which the corresponding \( C \)-values have the same sign, is called a block (RB). (A) In this quantizer we have at time \( t_1 \), 3 blocks of maximal intervals: \( RB_1, RB_2 \) and \( RB_3 \). Note that since \( RB_1 \) contains only a single interval, it is termed an “isolated” maximal interval. (B) At time \( t_2 > t_1 \) convergence has progressed: \( RB_1 \) has disappeared; \( RB_2 \) became a isolated maximal interval; and \( RB_3 \) now comprises only 2 intervals instead of 4.

Appendix 2

Theorem 2: \( FBAR_r \) eq. (12) satisfies the necessary condition eq. (4) at convergence.

Proof:

At convergence, we have that \( E[\Delta x_j] = 0, j = 1, ..., N - 1 \), hence eq. (12) becomes:

\[
\sum_{k=j+1}^{N} \delta_k E[\mathbb{I}_{R_k}^t] / N - j - \sum_{k=1}^{j} \delta_k E[\mathbb{I}_{R_k}^t] / j = 0 \quad j = 1, ..., N - 1. \tag{17}
\]

Since eq. (17) is a homogeneous system of linear equations with fewer equations than unknowns, i.e. the \( \delta_k E[\mathbb{I}_{R_k}^t], k = 1, ..., N \), we have the trivial solution and a set of non-trivial solutions. We now show that the trivial solution cannot occur and the non-trivial solutions satisfy the necessary condition eq. (4).

1) The trivial solution, \( \delta_k E[\mathbb{I}_{R_k}^t] = 0, \forall k \), does not occur since at convergence we have that: a) the quantization range, \( b - a \), equals \( \sum_{j=1}^{N} \delta_j \), a non-zero quantity, hence \( \sum_{j=1}^{N} \delta_j \) is a non-zero quantity, and b) \( \sum_{j=1}^{N} E[\mathbb{I}_{R_j}^t] = 1 \) with \( E[\mathbb{I}_{R_j}^t] \) non-negative, \( \forall j \). Furthermore since \( p(R_j) \triangleq E[\mathbb{I}_{R_j}], \forall j \), and since \( p(R_j) = \int_{R_j} p(x) \, dx \), activations are coupled to interval lengths, we conclude that the trivial solution is not feasible.

2) Consider the necessary condition eq. (4). Assume that we multiply the \( j \)-th equation of eq. (17) with \( N - j, \forall j \), so that we obtain a new system of equations. We now can find eq. (4) recursively, one equality at a time. We start with the first two equations of the new system and subtract the second from the first. We then obtain that \( \delta_1 E[\mathbb{I}_{R_1}^t] = \delta_2 E[\mathbb{I}_{R_2}^t] \). By subtracting the third from the second and substituting the equality just found, we obtain that \( \delta_2 E[\mathbb{I}_{R_2}^t] = \delta_3 E[\mathbb{I}_{R_3}^t] \), and so on until we have reached the last two equations. Now since \( p(R_j) \triangleq E[\mathbb{I}_{R_j}], \forall j \), we then have that eq. (4) is satisfied. QED.
Nomenclature

\( \mathbb{1}_{R_j} \) : code membership function of interval \( R_j \)

\( BAR_r \) : generalized Boundary Adaptation Rule, eq. (9)

\( D_r \) : \( r \)-th power law distortion, eq. (2)

\( d(x, Q(x)) \) : distortion metric defined between input \( x \) and quantized output \( Q(x) \), eq. (1)

\( \delta_i \) : length of interval \( R_i \)

\( \eta \) : learning rate

\( FBAR_r \) : generalized Fast Boundary Adaptation Rule, eq. (12)

\( HRQ \) : High-Resolution Quantization

\( I_r \) : (generalized) information-theoretic entropy measure, eq. (5)

\( N \) : number of quantization levels

\( Q(x) \) : function which maps input \( x \) onto a discrete number of quantization levels (formalizes scalar quantizer)

\( p(x) \) probability density function of \( x \)

\( R_i \) : \( i \)-th quantization interval or partition cell

\( x_i \) : \( i \)-th boundary point (\( x_{i-1} \) and \( x_i \) define \( R_i \))

\( y_i \) : \( i \)-th quantization level

\( Z \) : normalization constant (cf. \( I_r \))